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making an unbiased ethical evaluation of the study difficult.
In addition, because most CROs are national or multination-
al corporations, they may not take local issues into considera-
tion. Community-based research should benefit the commu-
nity that participates in it.8 Review by a local IRB helps ensure
that it does.

Finally, physicians must also attend to issues related to re-
search misconduct—fabrication, falsification, or plagiarism in
proposing, performing, or reviewing research, or in reporting
research results. Disputes over publication and related issues
might also arise. Who will author articles resulting from the
study? What if the sponsor attempts to restrict which results
can be published? Such issues should be discussed and re-
solved up front.

Conducting clinical research can be very rewarding for the
right reasons—contributing to knowledge to improve health
and helping to translate research into medical advances that
will benefit patients. But physician-investigators must be clin-
icians first and investigators second, putting patients first and
making sure that the research they are involved in is valid, has
value, and is ethical.

Acknowledgments

The authors thank Tony Mazzaschi and his staff at the Associ-
ation of American Medical Colleges for their support of the
American College of Physicians Center for Ethics and Profes-
sionalism in its implementation of an education and resource
program on the responsible conduct of practice-based research
under a grant from AAMC and the DHHS Office of Research
Integrity.

1. T. Bodenheimer, “Uneasy Alliance—Clinical Investigators and the
Pharmaceutical Industry,” New England Journal of Medicine 342 (2000):
1539-44; C. Elliott, “Guinea-Pigging,” New Yorker, January 7, 2008,
36-41.

2. M. Shuchman, “Commercializing Clinical Trials: Risks and Bene-
fits of the CRO Boom,” New England Journal of Medicine 357 (2007):
1365-68.

3. National Commission for the Protection of Human Subjects of
Biomedical and Behavioral Research, The Belmont Report: Ethical Prin-
ciples and Guidelines for the Protection of Human Subjects of Research
(Washington, D.C.: U.S. Government Printing Office, 1979).

4. Office of the Inspector General, Department of Health and
Human Services, “OIG Compliance Program Guidance for Pharmaceu-
tical Manufacturers,” Federal Register 68 (2003): 23,731-43.

5. American College of Physicians, “Ethics Manual, Fifth Edition,”
Annals of Internal Medicine 1142 (2005): 560-82.

6. J.E. Klein and A.R. Fleischman, “The Private Practicing Physician-
Investigator: Ethical Implications of Clinical Research in the Office Set-
ting,” Hastings Center Report 32, no. 4 (2002): 22-26.

7. M. Anderson, J. Kragstrup, and J. Sondergaard, “How Conducting
a Clinical Trial Affects Physicians’ Guideline Adherence and Drug Pref-
erences,” Journal of the American Medical Association 295 (2006): 2759-
64.

8. D.S. Blumenthal, “A Community Coalition Board Creates a Set of
Values for Community-Based Research,” Preventing Chronic Disease,
January 2006; http://www.cdc.gov/pcd/issues/2006/jan/05_0068.htm.

It has been more than eight years since Jesse Gelsinger,
Paul’s son, died in a gene therapy clinical trial. But despite
the press exposure and public outcry that followed, no

progress has been made in fixing the broken system of protec-
tions for human research subjects. These people are no safer
today than they were eight years ago—they are still at serious
risk of exploitation and harm.

Many things stand in the way of better protection, but per-
haps the greatest obstacle is the lack of adequate federal over-
sight. Not all human research is subject to federal regulations,
since the regulations apply only to studies that are federally
funded or that involve new drugs and devices for which ap-
plications have been filed with the Food and Drug Adminis-
tration. An estimated 30 percent of studies are not covered. In
contrast, each and every experiment involving animals is reg-
ulated by the federal government under the Animal Welfare
Act.

Further, the federal oversight that does exist offers minimal
protection. Last year, a report by the inspector general of the
Department of Health and Human Services found that the
FDA, the agency responsible for overseeing most clinical tri-
als, inspected just 1 percent of study sites. Small wonder, since
it has a mere two hundred investigators and there are 350,000
sites.1 When the FDA detects a problem, it typically does so
long after the research is completed. Proactive oversight of the
safety of human subjects is extremely limited.
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Given the lack of oversight, it is no surprise that adverse
events are underreported. According to the only comprehen-
sive study on the subject, just eight deaths and 386 adverse
events were reported to the Office of Human Research Pro-
tections of the Department of Health and Human Services
from 1990 to 2000. Yet we would have expected several hun-
dred deaths and tens of thousands of adverse events in a ten-
year period.2

Paul Gelsinger gained an intimate understanding of the
underreporting of adverse events after his son died. Jesse, who
was eighteen years old, was participating in a phase I safety
study of a gene transfer therapy for ornithine transcarbamy-
lase deficiency (OTCD), a rare metabolic condition. He had
a mild form of the disorder and
knew that he would get no med-
ical benefit from the trial. But he
enrolled in the study, which was
conducted at the University of
Pennsylvania, because it seemed
safe enough. The consent form
did not mention any serious re-
actions in humans, and conver-
sations with the doctors led Paul
and Jesse to believe the therapy
was safe. And the trial could pos-
sibly benefit people with severe
forms of OTCD. Paul encour-
aged his son to participate.

As it happened, Jesse received
the maximum dose of the gene
transfer infusion. Within a day,
he experienced a massive im-
mune response to the adenoviral
vector. Four days later, on Sep-
tember 17, 1999, he had multi-
ple organ failure and died.

Paul set out to discover what
had gone wrong. He confronted
the doctors involved in the study. Meanwhile, Adil Shamoo
and members of his organization, Citizens for Responsible
Care and Research, a nonprofit dedicated to improving the
protection of humans in research, were also asking questions.
Two months after Jesse’s death, Paul and CIRCARE learned
that the FDA had not created a system for tracking gene ther-
apy patients and disseminating information about serious ad-
verse reactions. Further digging led to the minutes of a 1995
meeting of the Recombinant DNA Advisory Committee of
the National Institutes of Health, which oversees gene thera-
py research. In the minutes, an FDA representative admitted
under pressure that one reason that the FDA did not create
this tracking system was that his superiors “answer to indus-
try.”3 The drug companies were using their influence with the
FDA to prevent the dissemination of adverse reaction infor-
mation on the grounds that it was proprietary. It did not seem
to matter that withholding this information endangered the
lives of those participating in research.

The FDA’s own investigation into Jesse’s death found that
the researchers were responsible because they had violated the
study’s protocol in multiple ways. They failed to obtain prop-
er informed consent. They made false statements to the FDA
and the institutional review boards charged with oversight of
the research. They did not halt the study, as required, after
subjects developed various toxic reactions.

What the FDA investigation neglected to mention is that
the agency itself had some of this data a year before Jesse par-
ticipated in the trial, yet it allowed the trial to continue and
did not disseminate the data. Eventually, we found that there
had been nearly seven hundred adverse reactions associated
with adenoviral gene transfer procedures before Jesse’s death.

Fewer than 6 percent of these
reactions had been appropriate-
ly reported to the RAC, but 95
percent of them had been re-
ported to the FDA.

There were other problems.
The University of Pennsylva-
nia’s IRB was unable to conduct
adequate continuing review of
protocols, largely because it was
understaffed. In addition, its
membership consisted primari-
ly of Penn employees and there-
fore may have been biased in
favor of the university’s re-
search.

Financial conflicts of interest
were also uncovered. The prin-
cipal investigator owned a 30
percent interest in the investiga-
tional gene therapy and tech-
nology, and the University of
Pennsylvania owned stock in
the company tied to the gene
therapy. There was a single sen-

tence in the consent form suggesting that the principal inves-
tigator and the University of Pennsylvania could benefit fi-
nancially from the outcome of the trial, but that sentence in
no way described the nature or extent of the financial con-
flicts of interest.

The federal government charged the researchers and their
institutions with fraud. The defendants entered into settle-
ment agreements involving fines and other penalties. But
there was no acknowledgment of responsibility, let alone
wrongdoing, nor was there even a hint of remorse in the form
of an apology.4

Since then, Paul and CIRCARE have been working to
promote federal legislation to safeguard research participants.
Called the National Human Subjects Research Act, it would
require education and training for all investigators involved in
clinical trials, reporting of all adverse events to a central na-
tional office, and strict management of conflicts of interest. It
would also require that the majority of an IRB’s members
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come from research institutions other than the ones involved
in a study. Unfortunately, bills submitted to the Senate and
the House of Representatives are languishing in committees.
No hearings have been held to discuss them.

Small reforms have occurred. For example, IRBs today
would be reluctant to approve a study in which subjects with
schizophrenia were suddenly withdrawn from their medica-
tion, causing a relapse. It is also unlikely that IRBs would ap-
prove a study in which human subjects were given a substance
to induce psychosis. Only a decade ago, such experiments
were allowed to proceed. Another reform came eighteen
months after Jesse’s death, when the National Institutes of
Health and the FDA finally put in place a system for report-
ing adverse reactions. The FDA representative who made the
“my superiors answer to industry” statement told Paul and his
attorney, Alan Milstein, that Jesse would still be alive if the
system had been enacted before he entered the clinical trial, as
it should have been.

But this is very limited progress, and without strong na-
tional legislation, there are no guarantees that the ethical gains
will be maintained. We will keep fighting to repair this broken
system of protections for human subjects, but our greatest fear
is that other preventable deaths and serious adverse events will
occur before the system is adequately reformed.
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As soon as I read the headline, I thought, here we go
again. As a former director of the Office for Human
Research Protections at the Department of Health

and Human Services, I was hardly surprised when several col-
leagues sent me the op-ed by Atul Gawande in the New York
Times last December called “A Lifesaving Checklist.”1

Dr. Gawande, a surgeon at Brigham and Women’s Hospi-
tal in Boston and staff writer at the New Yorker, suggested that
the federal agency responsible for protection of human sub-
jects in research had gone too far—over the bureaucratic edge.
Perhaps he was right, but his representation of the facts was
not, as OHRP was quick to point out in a statement of its
own.2 OHRP’s statement did not evoke the energetic public
response that Gawande’s did, but then facts have a way of
being complicated and nuanced, making drama a bit harder.

Gawande’s piece and the outcry it provoked gave the im-
pression that OHRP had truly gone over the top—that it had,
against all common sense and good judgment, prohibited
hospitals and physicians from implementing a simple check-
list for inserting a central venous catheter. Getting doctors to
follow such a checklist could be a safe and effective quality
improvement program that might reduce the incidence of
bloodstream infections, which are believed to be caused by
poor attention to technique by doctors but have become the
eighth leading cause of death in the United States, according
to the Centers for Disease Control and Prevention. Gawande’s
article might also have left the impression that OHRP viewed
all efforts to improve quality of care in hospitals as clinical re-
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